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Course Objectives 

● Gain an understanding of Management and 
Orchestration (MANO) systems

● Get an overview of the ONAP project and all its major 
sub-projects

● Understand what use cases ONAP targets
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Instructor Introductions

Amar

● Author of “Understanding OPNFV”
● NFV specialist with background in OpenStack, Ceph, 

dataplane acceleration technologies 

Vivek

● Vivek has over 17 years of experience in the field of 
OpenStack, Storage, Network and Server Virtualization
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Audience

Operations engineers/managers, network designers/product 
managers, project managers, vendors looking for an 
overview of ONAP concepts, project and use cases.

This course is not meant for ONAP developers or those seeking an in-depth class. ONAP200 provides ½ 
day hands-on labs. ONAP300 and 400 courses are under development. 
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Prerequisites

● Basic knowledge of NFV
● Labs

○ Basic knowledge of Linux
○ ssh
○ Firefox browser
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Agenda

ONAP100 & ONAP200

8:00–8:10 Introduction

8:10–8:55 Module#1 Basic Concepts

8:55–9:30 Module#2 ONAP Overview

9:30–9:45 Break

9:45–10:45 Module#3 ONAP Deep Dive

10:45–11:30 Module#4 ONAP Use Cases

11:30–12:00 ONAP100 – Virtual Lab
ONAP200 - SSH

ONAP200 only

12:00–1:00 Lunch

1:00–2:00 Lab#1: Explore/Setup

2:00–3:00 Lab#2: Design vFW

3:00–3:15 Break

3:15–4:30 Lab#3: Deploy vFW

4:30–5:00 Virtual Lab: Watch vFW 
Config Change
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Questions

● You may ask a question at any time
● If an answer is unavailable, the instructor will do their best 

to research the topic during the break or after the class
● Specific questions should be discussed during the break, or 

in a follow-up email
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What is NFV? 

● New boxes per new service
● Each box individually configured/managed
● Lots of manual management steps
● No practical way of creating dynamic services

● All resources virtual ⇒ agile on-demand services
● Service, VNF lifecycle fully automated
● Management as automated as possible
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ETSI NFV Architecture

NFVI
Runs VNFs: server, storage, 
switches, data plane acceleration, 
hypervisor, virtual switch

MANO
Manages NFVI & VNFs: NFV 
orchestrator, VNF manager, 
virtualized infrastructure manager 
(VIM), SDN controller

VNFs
Actual network function
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ETSI NFVO/VNFM Scope

NS 
onboarding

NS lifecycle 
mgmt.

VNF 
onboarding

VNF lifecycle 
mgmt.

VNF perf. 
mgmt.

VNF fault 
mgmt.

S/W image 
mgmt.

Security
VIM/SDN 
controller 

mgmt.

Network 
Service

VNF

Common

NS perf. 
mgmt.

NS fault 
mgmt.

VNFFG 
mgmt.

MEF LSO, TMForum ZOOM relevant as well
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ONAP: MANO++

20 Current Platinum 
Members and 35+ 
Silver/Associate Members

Comprehensive platform for 

real-time, policy-driven orchestration 

and automation of physical and 

virtual network functions. 100% open 

source, part of Linux Foundation.

OpenECOMP

Open-O
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ONAP Architectural Principles

Model 
Driven

Cloud 
Native

DevOps

Automated without 
hard-coding

Built for the cloud and to 
manage cloud native VNFs

Built using CI/CD 
manage VNFs using CI/CD
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ONAP Scope

*ONAP supports sVNFM, but eliminates external policy engine or EMS
✝FCAPS = Fault, configuration, accounting, performance, security

Design 
Framework

Runtime 
Framework

ETSI NFVO, 
VNFM

Monitoring 
and Service 
Assurance
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ONAP & Other Software Systems

*ONAP supports sVNFM, but eliminates external policy engine or EMS
✝Fault, configuration, accounting, performance, security

ONAP

NFVI/VIM

OSS/BSS/Big 
Data/E-Services

External modules & 
artifacts 

(e.g. VNF packages, analytic 
apps, sVNFM, EMS)
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What is Model Driven?

Custom: service dependent
Manual

Different each time
Standardized: service independent

Automated
Identical each time
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Also...

MODELS ≠ PROGRAMS

Service MODELS are vendor/service agnostic

MODELS are standardized
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Model Driven Architecture Basics 

1 2 3
Structures
Offers → Products → Network 
Services
VNF → Module → VF
Virtual Links → Ports

Mgmt. Data
Descriptors
Configurations
Licenses
Engineering rules

Recipes
Policies
Analytic microservices
Workflows

Data Models Building Blocks Guided Design Tools

Objects
Populated structures + 
management data

Role based
Catalog driven

Functions
Populated recipes, CLAMP, 
APIs, analytics apps Guided

ExtensibleIn
fo

rm
at

io
n

 M
od

el
s
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Modeling languages: TOSCA

● Cloud-centric modeling language
● Human readable
● Declarative vs. imperative
● Defines “services” in blueprints 

○ Graph of node templates
○ Connectivity
○ Workflows 
○ Triggers for workflows

● TOSCA simple profile for NFV
○ NFV-specific data model

homestead_host:
   type: clearwater.nodes.MonitoredServer
   Capabilities:
      Scalable:
    Properties:
        min_instances: 1
   Relationships:
      - target: base_security_group
        type: 
cloudify.openstack.server_connected_to_security_group
      - target: homestead_security_group    
        type: 
cloudify.openstack.server_connected_to_security_group

Homestead:
   type: clearwater.nodes.homestead
   Properties:
     private_domain: clearwater.local
     release: { get_input: release }
   Relationships:
     - type: cloudify.relationships.contained_in

target: homestead_host
     - type: app_connected_to_bind
       target: bind
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Modeling Languages: YANG

● Network-centric modeling 
language

● Initially tied to NETCONF, now 
works with RESTCONF also

● Human readable
● Models state data and 

configuration of network elements
○ Hierarchical config data models
○ Reusable types and groupings
○ RPC calls via NETCONF
○ NETCONF notifications

module acme-system {

    namespace "http://acme.example.com/system" ;
    prefix "acme";
    organization "ACME Inc.";
    contact "joe@acme.example.com";
    description
        "The module for entities implementing ACME system.";
    revision 2007-11-05 {description "Initial revision.";}
    container system {
        leaf host-name {
            type string;
            description "Hostname for this system";
        }
        leaf-list domain-search {
            type string;
            description "List of domain names to search";
        }
        list interface {
            key "name";
            description "List of interfaces in the system";
            leaf name {type string;}
            leaf type {type string;}
            leaf mtu {type int32;}
        }
    }
}
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Some Other Modeling Languages

● BPMN (Business Process Model and Notation)
○ Defines the steps in a business process/workflows (or network service)
○ Using graphical notation

● DROOLS
○ Language for setting up complex policies

● OpenStack Heat Template
○ Declarative model for orchestrating OpenStack resources and managing their lifecycle
○ Based on AWS CloudFormation templates

● UML
○ General purpose, developmental, modeling language
○ Useful for information models

● XACML
○ Language for setting up policies; originally created to standardize access control
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Cloud Native Architecture
Applies to both ONAP & VNFs

● Virtualized
● Decoupled modules
● Microservices/single capability
● Decoupled state
● Shared standard cloud platform
● Open platform & APIs
● Available despite unreliable 

infrastructure
● Scale-out instead of scale-up

● Common data layer and 
information models

● Backwards compatible
● Secure
● Reusable
● Different from enterprise: VNFs 

cannot blindly adopt cloud 
native — e.g. packet hand-off 
between services is expensive
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DevOps
Applies to both ONAP & VNFs

● Continuously deliver small incremental changes to applications
● Technology & culture
● Technology

○ Continuous integration (CI)
○ Continuous testing
○ Continuous delivery (CD)
○ Continuous monitoring

● Culture
○ Break-down silos between development and operations; server and network groups
○ Break/Fix → Plan/Build

● Different from enterprise: VNFs and open source software is typically 3rd 
party vs. home-grown
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Additional Architectural Considerations

● Pluggable modules
● Centralized design studio
● Policy driven
● Real-time
● Self-service (users, operators)
● Multi-tenant
● Secure
● Closed loop (and open loop) 

automation
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A Day in the Life of ONAP

1

Vendor provided VNF 
(cloud-hosted, 
optimized or native)

2

Vendor packages VNF as 
per ONAP requirements; 
can use VNF SDK

3 4

5

BSS system triggers 
service deployment

6

Service lifecycle 
management

7

Designers create products, 
services, recipes

Design/test teams 
onboard VNFs

VNF 
Vendor

Design

Run- 
Time

Closed 
Loop Constant monitoring 

& FCAPS 
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ONAP Beyond ETSI NFV MANO

ONAP is a superset of what’s required by ETSI NFV 

● Design environment
○ Allows for VNF onboarding/validation
○ Network service design
○ SDN service design
○ Policy and recipe  design
○ Catalog

● Monitoring & service assurance
○ Eliminates external element management systems (EMSs)
○ Includes closed-loop automation
○ Includes dashboards (aspects of OSS)
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ONAP Overview

Design Time Run Time

Portal (GUI) External Data Movement & APIs

ONAP Ops 
Mgr.

VNF SDK

Service Lifecycle Management Monitoring & Service Assurance

NFVI Cloud & VNFs

Service Orchestrator

VNF, SDN and 
Infrastructure controllers

Active and Available 
Inventory

Data Collection Analytics 
and Events

VNF Onboarding

Service Design

Policy Creation

Workflow Design

Analytic App Onboarding

ONAP users OSS/BSS/E-Services Analytic Apps

Sh
ar

ed
 S

er
vi

ce
s

Deploy

Learn

Catalog

VN
Fs
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ONAP Design Time Environment Operations

Onboard VNFs Create Services Create Recipes Onboard Functions

- Create license model
- Onboard VNF
- Test VNF
- Store VNF in catalog

- Create service
- Test service
- Store service in catalog
- Distribute a service

- Create policies
- Create workflows
- Create closed loop flows

- Onboard collectors
- Onboard analytics apps
- Onboard microservices 
- Onboard datastores

if high_load scale_out

backup:
   quiesce
   snapshot
   restart service
   geo-repl snapshot

Service Design & Creation (SDC) & Closed Loop Automation Management 
Platform  (CLAMP) : Graphical, Guided, Extensible, Role-based
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ONAP Run Time Environment

Service LCM Monitoring & Service Assurance 

Service Orchestrator (SO): TOSCA/Heat description of network 
service + config parameters

SDN Controller 
(SDN-C)

APP-C or VF-C
gVNFM/sVNFM interface MultiVIM

API or GUI API or GUI

Data Collection Analytics and 
Events  (DCAE)

(Collectors, data stores, 
microservices, analytic apps)

DCAE controller 
(Cloudify)

Active & Available Inventory 
(A&AI) graph from 

subscriber → network 
service → VNFs → virtual 
infrastructure → physical 

infrastructure
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ONAP VNF Onboarding 

VNF Descriptor (VNF-D)
(e.g. vCPU, memory, hardware acceleration 
requirements etc.)

VNF Package 
(e.g. VNF-D, image, YANG config models, VES 
monitoring models, automated tests)

VNF Requirements 
(e.g. Cloud native, performance, availability, 
multi-region capability, and usual RFP type items)

VNF 
onboarding is 
a three-layer 
process
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ONAP VNF Onboarding Projects

VNF Requirements

VNF SDK

VNF Validation

Document used by VNF designers to 
create the VNF and associated 
artifacts (VNF-D, Yang models, CI/CD 
tests, VES etc.)

Tool used by VNF designers to create 
the TOSCA based VNF package

Tool that validates a VNF and provides 
an ONAP compatible label

APP-C 
(Heat), 

VF-C 
(TOSCA)?
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ONAP OSS/BSS Interfaces

● OSS
○ Capacity management & supply chain management 
○ Handling major failures (e.g. region)
○ Provide KPIs

● BSS
○ Offer/product creation via SDC
○ Interface to Service Orchestrator (SO) to create services and 

get status
○ Billing information, user events, customer SLA mgmt. from 

DCAE/data lake
○ Customer information management (CIM) via A&AI
○ SLA (availability, performance) enforcement etc. via Policy
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How ONAP Components Work Together?

Break
-Fix

Plan-
Build

to
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ONAP Enables Agility

Service/vendor 
independent 
framework lets 
non-programmers 
make significant 
adaptations without 
any code change
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But Implementing ONAP Takes Effort

ONAP doesn’t just work out 
of the box. It requires VNFs, 
collectors, policies, services, 
apps, OSS/BSS interfaces 
etc. So it requires upfront 
customization/configuration
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Amsterdam Release: 29 Approved Projects

Run-time

Controllers

Design-time

Common Service

DCAE
VF-CSDN-C APP-C

External Data Movement & APIs

In
te

gr
at

io
n

GUI/CLI

Alarm 
Correlation 

App (Holmes) M
od

el
in

g

D
oc

u
m

en
ta

ti
on

Policy
Frame
work

OF

VNF SDK

ONAP Operations 
Manager

Use Case UI Portal FrameworkPortal/API

Multi 
VIM

DMaaP AAF Logging MSB CCSDK

OA&M 
Dashboard

(VID)

Service
Orchestration

A&AISDC

CLAMP

VN
F 

Va
lid

at
io

n

VN
F 

R
eq

u
ir

em
en

ts

Supporting 
Projects
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ONAP Lifecycle Management

● ONAP is a cloud-native application
● A cloud software has to manage the lifecycle of ONAP

○ Initial deployment
○ Configuration
○ Configuration changes
○ Scale-out
○ Self healing
○ Updates/upgrades

● Amsterdam Release
○ Recommended solution: Heat template
○ Alternatives: TOSCA template, OOM Project that uses K8s with containerized ONAP 

(experimental)
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ONAP Design Environment: SDC

● Unified guided tool for design-time 
activities

○ Onboard VNFs
○ Create services
○ Create policies
○ Create workflows
○ Onboard data collectors
○ Onboard analytic apps
○ Distribution
○ Catalog driven

● Role based
○ Design, test, admin, governance
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ONAP Design Environment: CLAMP

Example of DCAE Template

Service Assurance Flow (Distributed to DCAE)

S
Source

C
Collector

A1
Threshold

A2
String 
Match

DMaaP 
Event

DMaaP 
Event

Stored in 
Catalog

CLAMP TOOL

● Configure policies (e.g. C= CPU 
load, A1 = 80%, A2 with a 
particular signature)

● Tie to a particular NS (S = VF)

S
vFW

C
CPU Load

A1
80%

A2
“0xaffc”
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ONAP Run-time: SO

● Real-time service creation or 
lifecycle management

● Cuts days/weeks worth of effort to 
<10 minutes

● Interacts with controllers, SDC, 
A&AI 

○ Get information before taking action
○ Get resource and recipe models via SDC
○ Homing, resource determination
○ Make changes via controllers

● Accessible via REST APIs or VID
● Handles errors and rollbacks

Service Type, Request Action, 
Variables (via APIs or VID)

A&AI, Respective controller

Heat or TOSCA 
template from SDC

SO
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SO Internals

REST API Handler (J2EE)

Request
Handler

Store 
Request

Select 
Recipe

Map Request Data to Recipe 
& Invoke Execution

Track 
Requests

Interface to Controllers (APP-C, VF-C, SDN-C, MultiVIM)

Datastore

BPMN Camunda Engine
TOSCA Aria, Open-O 
EnginesServices Requests BPMN/ 

TOSCA DB

Three possible 
models

● Heat
● TOSCA (imperative 

using Aria)
● TOSCA (declarative)
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ONAP Run-time: Controllers

VNF Controller (L4+)

APP-C (Heat models)
VF-C (TOSCA models)

● Lifecycle Mgmt.
● Configuration
● Monitoring & correct
● Uses YANG VNF 

config
● sVNFM interface

SDN Controller (L2,3)

● ODL based
● Underlay/overlay 

network 
configuration

● Able to federate to a 
different cloud SDN 
controller

Multi VIM Controller

● Compute, storage, 
overlay network 
configuration (via 
SDN-C or Multi VIM)

● OpenStack now, but 
multiple VIMs in 
future

Controllers can be invoked by SO or directly based on events, VID or APIs
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ONAP Run-time: DCAE

Data Collectors 
(Streaming, batch)

uServices (Enrichment, 
Datastore)

Publish 
events

Edge CLAMP (real-time, 
low-latency)

Central CLAMP 
(correlation across 

regions)

Core non-real time 
analytics (batch, ML 

training)

● Used for closed loop automation, trending, 
chronic problem solution, capacity planning, 
reporting etc. 

● Orchestrates data collectors, microservices, 
applications, CLAMP

● DCAE controller (similar to SO controllers)
● Well documented CDAP SDK for new apps
● Self-service for developers, designers, 

operators
● Interacts with SDC, Policy, A&AI 
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DCAE Internals

DCAE SDK
DCAE Platform

Batch Data Collection

OtherFiles Logs

APIs
Library
Guides
Cert.

Counters

ONAP 
Interfaces

A
&

A
I

DCAE Analytic Microservices

SD
C

Po
lic

y

Stream Data Collection

OtherFlows UsageEvents

Stream Data Collection
Event, Message & Data Routing

Stream Data Collection
Stream Operators, DAG Operators, DAGs, ...

Batch Data Collection

Calls

Baseline, Trends
Inventory, Policies, 

Topology

Logs Sessions

Edge/Core Events Other

DCAE OA&M

Controller
Health

Start/Stop
Reports
Scaling
Policy

Platform/ 
Application

On-boarding

Stream Data Collection

Applets/functions/queries ...

Stream Data Collection

Scaling Anomalies Other

Stream Data Collection

Cross-domain, domain-specific applet/function/queries ...

Stream Data Collection

Capacity Signatures OtherTesting
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ONAP Run-time: Policy 

● Guide the automated system 
● Without code -- self-service, allows 

dynamic changes
● Policies can guide

○ Service instantiation
○ Data collection
○ Control loops
○ Change management

● Policies specified in YAML or Drools 
in SDC

● Basic policy conflict validation in 
place

if cpu_load > 80% && duration 
> 5 minutes {

add 1 instance of VNF
}

if physical_memory < 15GB {
migrate VNF

}

If memory_usage increases 5GB 
or more && duration < 10 
seconds {

Restart VNF
}
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ONAP Run-time: A&AI

● Dynamic inventory mgmt. of virtual resources
○ Product, service, resource inventory (active and 

available)
○ Relationship graph: subscriber → NS → VNFs → VMs 

→ Compute/storage/networking nodes
○ Discovery, registration, auditing
○ Model driven, extensible: eliminates code

● Single source of truth; consistent with CI/CD
● References to physical network functions
● Incorporates External System Registry (ESR) 
● Interacts with most ONAP components
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A&AI Internals

REST Client

A&AIVendor and File Adapters

File Output ClientFile Input Client

Auth

REST Layer

REST Graph Mapping Layer

Titan Layer

HBasegraph translog

GET
PUT
DELETE

MechID
Authorized Keys
Std Directories
Drop Files

MechID
Authorized Keys
Std Directories
Drop Files

● Microservices 
architecture with 
REST APIs

● Schemaless graph 
storage

● Audit log storage
● Data models for 

L0-7 networks and 
services
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ONAP Portal/API

SDK

Applications 
ONAP provided, user developed, 3rd party

Framework

Access

Portal Users
Designers, testers, operators, managers etc.

APIs

● Single pane of glass for 
design (e.g. SDC, CLAMP) and 
OA&M (e.g. VID, UUI)

● Extensible by users
○ 3rd party apps use basic, target 

or extended integration

● Current apps in 7 areas
○ Design, ops planning, capacity 

planning, technology mgmt., 
technology insertion, perf. 
mgmt., platform mgmt.

● CLI also available
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Other Run-time & Design-time Projects

Project Goal

VID ● O&M dashboard for service/infra deployment, config, change mgmt.
● Essentially manual interface to SO and controllers

UUI ● Special dashboard for design, lifecycle management and monitoring of specific network 
services (ONAP use cases)

Holmes ● DCAE app (or standalone) for alarm correlation and analysis for RCA
● Works in conjunction with Policy by reducing the alarm load on Policy

VNF SDK ● Create tools/frameworks to expand the ONAP compatible VNF ecosystem: package 
validation, lifecycle test, functional test, CI/CD toolchains etc.

● Works closely with VNF requirements and VNF Validation projects
● Marketplace between VNF vendors and users;  provides direct path to SDC post-validation
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ONAP Common Services

Project Goal

AAF ● Centralized Authentication and Authorization Framework for ONAP components
● Fine grained authorization to enable rapid deployment of new components

CCSDK ● Common set of reusable code across multiple controller projects (Common Controller SDK)

DMaaP ● Data Movement as a Platform responsible for transporting and processing data within ONAP (intra/inter-regions)
● Data filtering, data transport, data processing

Logging ● Improving log generation consistency across ONAP components, documentation
● Reference ELK stack (Elasticsearch-Logstash-Kibana) for log processing/visualization

MSB ● Microservices Bus (actually a mesh) provides a common infrastructure for ONAP services e.g. registration, discovery, 
healthcheck, API gateway, API portal, client SDK

OF ● Optimization Framework to assist other components
● HAS (Homing and Allocation Service) helps SO/controllers choose the right region/cloud
● CMSO (Change Management Scheduling Optimizer) allows designers to choose appropriate schedules for their change 

management apps
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ONAP Supporting Projects

Project Goal

Documentation Create and maintain documentation for ONAP releases for various audiences: platform developer, admin, 
designer, tester, VNF developer, service provider etc.

Integration Tools, frameworks and pipelines for CI/CD, continuous testing, open labs
Robot is used for automated testing/emulation (e.g. BSS emulation)

Modeling Unified data models for A&AI and SDC: resource models, service models, deployment/lifecycle models

VNF Requirements Comprehensive set of requirements for a VNF vendor: VNF package, VNFD, monitoring, configuration, testing, 
documentation etc.

VNF Validation Self certification program for VNF vendors based on requirements review and testing; previously called ICE
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ONAP Project Structure

Technical Steering 
Committee

Project#1 Project#n .
.
.

Subcommittee#1

Subcommittee#m
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Learn More

● ONAP wiki
● ONAP documentation
● ONAP architecture walkthrough videos
● ONAP architecture white paper
● Join ONAP project meetings (required Linux 

Foundation ID)
● Join ONAP events

http://wiki.onap.org/
http://onap.readthedocs.io/en/amsterdam/
https://www.youtube.com/playlist?list=PLQcSU9_Jyz5w0L_ZYoOMb4zTX-tQ8ugeT
https://www.onap.org/wp-content/uploads/sites/20/2017/12/ONAP_CaseSolution_Architecture_120817_FNL.pdf
https://wiki.onap.org/calendar/calendarPage.action?spaceKey=DW&calendarId=260b8a93-05dd-476a-ab6c-ce5f14d46a34
https://identity.linuxfoundation.org/
https://wiki.onap.org/display/DW/Events
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ONAP Amsterdam Release

*From onap.biterg.io 11/09/17

1st Release

November 2017

286 Authors

9600+ Commits
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Use Cases in Amsterdam Release

vFW: Virtual Firewall
vCPE: Virtual Customer 

Premise Equipment
VoLTE: Voice over LTE
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vFW

● Simple virtual firewall “demo” 
● Entire lifecycle through 40+ steps:

○ VNF Onboarding
○ Service, policy creation
○ Service, policy distribution
○ Service deployment
○ Traffic generation
○ Closed loop automation

● Useful to see how ONAP works and 
perform validation on a deployment
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vCPE

● Residential gateway split between 
Bridged Residential Gateway 
(on-prem) and virtual Gateway 
(cloud-based) 

● All open source VNFs
○ Several optimized for FD.io/VPP
○ Use gVNFM

● Six network services created
● Steps:

○ ESR, VNF onboarding, service creation, 
instantiation, monitoring, closed-loop 
automation, termination
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VoLTE

● vEPC + vIMS complex service
● Proprietary VNFs with sVNFMs

○ vEPC: ZTE/Huawei
○ vIMS: Huawei/Nokia
○ sVNFM/EMS: Huawei/ZTE/Nokia
○ PE: Huawei (not virtualized)
○ DC/WAN/SPTN controller: ZTE

● Steps:
○ VNF onboarding, vEPC/vIMS service 

design, underlay/overlay VPN 
template import, VoLTE service 
design, closed-loop automation (with 
Holmes), termination; via Use case UI

● WAN setup manual
Note: 5G use-case in Beijing release
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ONAP Getting Involved

● Start with ONAP wiki
● Join the community (free)
● Read about project(s)
● Join mailing list, calls
● Read about developing on 

ONAP, download tools
● Or Read about integrating 

with ONAP
● Attend events

● Start with ONAP wiki
● Join the community (free)
● Read about project(s)
● Join mailing list, calls
● Deploy ONAP
● Try vFW, vCPE use cases
● Deploy PoC with all artifacts 

and interfaces developed
● Attend events

Developer User
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Virtual Lab (ONAP100 Only)

Watch the vFW Onboarding Video https://goo.gl/7CTBqb 

(from wiki page: 
https://wiki.onap.org/display/DW/vFWCL+instantiation%2C+testing%2C+and+deb
uging — you can watch instantiation later as well)

https://goo.gl/7CTBqb
https://wiki.onap.org/display/DW/vFWCL+instantiation%2C+testing%2C+and+debuging
https://wiki.onap.org/display/DW/vFWCL+instantiation%2C+testing%2C+and+debuging
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Overview of Steps

● Onboard VNF
● Design network service (NS)
● Deploy NS 
● Verifying NS
● Delete NS
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Onboard VNF: Create License Model 1/2

● New license model
● Scope e.g. network-wide, 

data center etc.
● Attributes e.g. one-time
● Entitlement pool e.g. 

CPU/month
● Term e.g. unlimited
● License agreement
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Onboard VNF: Create New VNF 2/2

● Import Vendor Software Product (VSP)
○ Category
○ License
○ VNF Package

● Create VF
○ VSP
○ Icon
○ (Optional) add attributes, 

properties
○ Inspect
○ Test

● Distribute
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Design Service

● Design Service 
○ Icon
○ Drag & drop 

VNFs
● Test
● Distribute
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Design Closed Loop Automation

● Policy: Monitor % load 
● CLAMP:

○ Attach low/high 
threshold

○ Attach to NS
● Increase/decrease load 

during run-time

vFW
vTraffic

Gen
DCAE Portal Policy APP-C

Design Time

Run Time

vFW Control Loop Flows

Deploy Standard 
Collector

Deploy 
Threshold MS 

Topology 
Correlation

Deploy Default 
Policy

Standard 
Collector

Threshold MS

Topology 
Correlation

Increase Load 
if Low Load

 
Decrease Load 

if High Load

App Config NB 
API

AP Config SB API

Set Threshold

Report % Load via VES

Send High/Low Event 
via DMaaP

Netconf

Update Policy

Set Threshold
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Deploy Service

● Create customer and 
network info

● Launch service 
through VID

○ Load VNF 
configuration

○ Add VF
● Test

○ Visually inspect
○ Mount traffic 

generator
○ Run test
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Verify Service

● Test
○ Visually inspect
○ Mount traffic generator
○ Run test
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Delete Service

● Delete Service
○ Delete VF



Questions?


